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To assess the replicability of social priming findings we reviewed the extant close repli-
cation attempts in the field. In total, we found 70 close replications, that replicated 49
unique findings. Ninety-four percent of the replications had effect sizes smaller than
the effect they replicated and only 17% of the replications reported a significant p-value
in the original direction. The strongest predictor of replication success was whether or
not the replication team included at least one of the authors of the original paper.
Twelve of the 18 replications with at least one original author produced a significant
effect in the original direction and the meta-analytic average of these studies suggest
a significant priming effect (d = 0.40, 95% CI[0.23; 0.58]). In stark contrast, none of
the 52 replications by independent research teams produced a significant effect in the
original direction and the meta-analytic average was virtually zero (d = 0.002, 95%
CI[-0.03; 0.03]). We argue that these results have shifted the burden of proof back
onto advocates of social priming. Successful replications from independent research
teams will likely be required to convince sceptics that social priming exists at all.
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Introduction

Theorists have proposed that incidental expo-
sure to environmental cues can influence subse-
quent cognitions, attitudes, and behavior. This phe-
nomenon—dubbed social priming—has produced strik-
ing findings in contemporary social psychology. As an
example, consider the finding that participants primed
with the word professor performed 13 percent better on
a subsequent trivia test compared to participants who
were primed with the words soccer hooligans (Dijkster-
huis and van Knippenberg, 1998; for reviews see Bargh,
2006; Molden, 2014). One can see why social priming
findings have attracted so much attention: If mere ex-
posure to subtle primes can have vast behavioral con-
sequences, social priming could provide an unprece-
dented tool to influence human behavior. However, re-
cently, researchers have found it difficult to replicate
several key social priming findings, despite using large
samples and highly similar experimental setups (e.g.,
Cheung et al., 2016; Pecher et al., 2015 ; Rohrer et al.,
2019). These failed replications have sparked exten-
sive debate on the credibility of the field (Newell and
Shanks, 2014; Shanks, 2017). We examine the scale of
this credibility issue by reviewing the extant close repli-
cation attempts of social priming findings.

Social priming is perhaps best understood when con-

trasted with semantic priming (Molden, 2014). Seman-
tic priming builds on cognitive models of spreading
activation, which hold that closely related words and
concepts are wired more strongly than unrelated ones
(Collins & Loftus, 1975; Doyen et al., 2014). Semantic
priming thus concerns construct activation and accessi-
bility. Accordingly, a person primed with the word nurse
will generally be faster at recognizing the subsequent
word doctor compared to a person primed with the un-
related word cat (Neely, 1977). The activation of the
mental representation nurse will spread and thus lower
the amount of stimulation necessary for reaching the
threshold to recognize and process the related concept
doctor, more so than the word cat.

Social priming also holds that primes increase the ac-
cessibility of related constructs (Molden, 2014). For
example, a person primed with words related to old
age should show an increased activation and accessi-
bility of mental concepts related to old age. How-
ever, social priming goes a step further and contends
that this increased accessibility can spill over into be-
havioral outcomes through a mechanism called the
perception-behavior link (Dijksterhuis & Bargh, 2001).
The perception-behavior link led researchers to predict
that priming people with concepts related to old age
would not only increase the accessibility of related con-
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cepts, but would lead them to walk more slowly (Bargh
et al., 1996). Our review focuses on this type of so-
cial priming that goes beyond mere construct activation,
and claims that subtle primes can elicit cognitions, atti-
tudes, and behaviors. !

Replication studies also have their nomenclature.
One important distinction is between close (sometimes
called direct) and conceptual replications. While close
replications stay as close as possible to the original
study’s methodology, conceptual replications depart
from the original methodology in some meaningful way
(Brandt et al., 2014). Close and conceptual replications
perform different functions. Conceptual replications are
central to advancing theory by examining whether a
phenomenon will hold in analogous contexts. In con-
trast, close replications help assess the credibility of a
single finding. If researchers cannot closely replicate a
single finding, other explanations for the effect, such
as measurement error, cannot be ruled out (Simons,
2014). Here, we review close replication attempts of
social priming findings, reasoning that if a single close
replication assesses the credibility of a single finding,
then close replications of many findings assess the ro-
bustness of a phenomenon.

A more typical way to assess the robustness of a phe-
nomenon is to synthesize all research on a topic through
a traditional meta-analysis. Indeed, a recent and com-
prehensive meta-analysis on social priming concluded
that “the priming effect is a real psychological phe-
nomenon that remains robust when using the most ad-
vanced bias detection methods” (Dai et al., 2023, p.86,
emphasis in original). However, if the studies included
in the meta-analysis are severely biased—for instance,
because of publication bias or a widespread use of ques-
tionable research practices—then the meta-analysis will
be severely biased too. This limitation will lead to in-
flated estimates of effect size (Bakker et al., 2012).
Meta-analytic statistical approaches to correct for sus-
pected bias can lead to more accurate measures of effect
size, and Dai et al., did include several such bias correc-
tion techniques. However, no bias correction method is
perfect, and their performance will depend on unknown
contextual factors such as the prevalence of question-
able research practices in the field (Carter et al., 2019).
To rectify the issue of a biased literature, others have
called for a greater focus on large-scale replications,
at the expense of traditional meta-analyses (e.g., Kvar-
ven et al., 2019; van Elk et al., 2015). The argument
being that large-scale replication attempts are the best
source of unbiased estimates of effect size (Kvarven et
al., 2019). By synthesizing the extant close replication
attempts of social priming studies, we hope to utilize the
respective strengths of both meta-analyses and replica-

tions.

Just as there is no single correct way to replicate a
study, neither is there a single measure to assess if a
replication attempt is successful. The Open Science Col-
laboration (2015)—who replicated 100 findings in psy-
chology—used several measures of replication success.
They focused on the statistical significance, direction,
and size of the effect observed in the replication study
compared to the effect observed in the original study.
Specifically, they examined whether the effect observed
in the replication study was in the same direction as the
original effect, and, if so, whether the p-value of the
replication effect was significant (p < .05). In addition,
they examined whether the effect size in the replica-
tion study was smaller than the original effect size and
whether the 50% confidence interval of the replication
effect size included the original effect. We adopt a sim-
ilar analysis plan (see below for details).

In addition to this primary analysis plan, we also
quantified the evidence for priming effects in replica-
tion studies using a meta-analytic approach. Replica-
tion studies can fail for many reasons other than the
original study being a false positive (e.g., if the repli-
cation study has insufficient power to detect the effect
in question). A meta-analytic approach allows us to es-
timate the average size of priming effects reported in
replication studies and to examine if any moderators in-
fluence these effects. Analysts note that preregistered
replication studies may present less biased estimates of
effect sizes (Kvarven et al., 2019; van Elk et al., 2015).
Thus, a meta-analysis of preregistered replication stud-
ies should provide more accurate estimates of priming
effects and ultimately address whether social priming
exists at all.

We were also interested in potential moderators of
replication success and priming effects. These mod-
erators can be categorized into attributes of the origi-
nal study and attributes of the replication study (for a
similar strategy see Open Science Collaboration, 2015).
For attributes relating to the original study, we focused
on the effect size, the sample size, and the p-value
of the original study. All things being equal, larger
sample sizes and larger effect sizes increase the preci-
sion of effect size estimates, reducing the risk of false-
positives (Lakens & Evers, 2014). Assuming the repli-
cation study is appropriately conducted, more precise
estimates of effect size in the original study should in-
crease the chances of a successful replication. Similarly,
smaller p-values in the original study should increase

ITheorists have proposed other mechanisms of priming
besides the perception-behavior link (see Molden, 2014).
Nonetheless, all those theories essentially claim that priming
can influence behavior via construct accessibility.



the chances of successful replication, since smaller p-
values reduce the risk of the original finding being a
false-positive (Benjamin et al., 2018).

For attributes relating to the replication study, we fo-
cused on the sample size of the replication, whether
the replication attempt was preregistered, and whether
the replication team was independent from the re-
searchers of the original study. The replication stud-
ies’ sample size follows a similar logic to the previ-
ously mentioned moderators. Namely, that all things
being equal, larger sample sizes increase the chances
of reliably detecting a real effect. The two remain-
ing moderators—preregistration and researcher inde-
pendence—concern meta-scientific discussions on repli-
cability.

One suggested explanation for the replication crisis
relates to the incentive structure of academia (Bakker et
al., 2012; Grimes et al., 2018). The argument goes that
in academia publications are hard currency, integral to
career advancement, resulting in many researchers fac-
ing considerable pressure to publish. Furthermore, sci-
entific journals have a tendency to favor the publica-
tion of significant (p <.05) findings (e.g., Grimes et al.,
2018; Francis, 2012; Kiihberger et al., 2014). Hence,
researchers may engage in questionable research prac-
tices (QRPs) to meet the implicit criteria for publica-
tion. Surveys on the prevalence of QRPs lends credence
to the argument just described (John et al., 2012; but
see Fiedler and Schwarz, 2016). Preregistering a study
should reduce the prevalence of QRPs by constraining
researchers’ degrees of freedom, thereby inhibiting their
ability to engage in QRPs. Insofar as researchers may be
incentivized to obtain successful replications, preregis-
tered replications may provide less biased rates of repli-
cation success and less biased estimates of effect size.

Our final moderator—the independence of the repli-
cation team—is arguably of most theoretical interest.
One explanation put forward to account for recent repli-
cation failures within social priming is that priming ef-
fects are highly sensitive to contextual variations (Ce-
sario, 2014). Since the current state of knowledge
does not encompass a complete understanding of these
conditions, some analysts claim that failures to directly
replicate other researchers’ findings will be uninforma-
tive in regard to what inferences one can make (e.g.,
Cesario, 2014; Stroebe & Strack, 2014). That is, we
cannot know whether a failed replication is because the
original finding was a false positive or whether it was
due to some unknown moderator present during the
replication attempt.

Contrasting that view, Simons (2014) argues that if
an effect can only be replicated by the same research
team operating under some special but unknown mod-

erators—that cannot be specified and tested empiri-
cally—it is questionable what value the finding brings
to our current state of knowledge. Instead, Simons sug-
gests that self-replication is a suitable method for pro-
viding initial evidence for an effect, but the verification
of an effect can only come from independent replica-
tions. Following Simons’ argument, we maintain that if
independent replications are substantially less likely to
replicate than same-lab replications, the credibility and
generalizability of the original effect remains in doubt.

We contribute to the ongoing discussion about the
credibility of social priming by reviewing the replicabil-
ity of social priming findings. Our main objective was to
evaluate the success of close replications by examining
their statistical significance and effect size. We hoped
to overcome the limitations with evidence provided by
isolated replication attempts by reviewing close replica-
tions of many social priming findings. Additionally, to
uncover why some studies may be more replicable than
others, we investigated the moderating role of study
characteristics related to both the original and replica-
tion studies.

Method
Transparency and Openness

The research question, search strategy, inclusion cri-
teria, and original analysis plan were preregistered
https://osf.io/dc94y. Additionally, we preregistered an
extended version of this original analysis plan, and the
exact code for the statistical tests https://osf.io/3btse.
The extended analysis plan and the code were writ-
ten and preregistered during data extraction, but be-
fore any statistical analyses of the full data set were
conducted. In addition to this original analysis plan,
we conducted analogous mixed-effects analyses, as well
as a meta-analysis. The mixed-effects analyses and the
meta-analysis were not pre-registered. Data were an-
alyzed using R, version 4.0.0 (Team, 2019), the pack-
age ggplot2 (Wickham, 2016), and the package metafor
(Viechtbauer, 2010). All data and code to perform all
analyses are available at https://osf.io/ndxf4/.

Inclusion Criteria

The studies included in the analysis had to fit four cri-
teria. First, the study should be what we refer to as an
“explicit replication”, meaning that the authors of the
replication attempt should explicitly state the original
experiment they are trying to replicate (e.g., “Bargh et
al., 1996, Experiment 1”). Second, the study should be
a ‘close’ or ‘exact’ replication (Brandt et al., 2014). Put
differently, the authors of the replication attempt should
have the goal of following—as exactly as possible—the
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methods of the original study in terms of stimuli, mea-
sures, and procedures. Third, the original experiment
(and by extension the replication) should examine what
we have defined as social priming. That is, the stud-
ies should examine priming effects on cognitions, atti-
tudes, or behaviors, not merely increased construct ac-
cessibility. Finally, the original study, but not necessarily
the replication attempt, should be published in a peer-
reviewed journal. We included this final condition so
that we could ensure that the original study was acces-
sible.

Search Strategy

To find relevant literature, during the spring 2020 we
searched for empirical studies in the database PsycINFO
(default setting) using the following search string: repli-
cat* AND (prime OR priming OR primed OR automatic
OR automatically OR nonconscious* OR incidental* OR
"embodied cognition"). The search terms designating
social priming were inspired by those used by Wein-
garten et al. (2016). Additionally, when scanning the
articles identified in our original database search, there
were instances where researchers referred to previous
replication attempts within the field of social priming.
These articles were noted and later exposed to the
same scrutiny as the articles identified in the original
database search. To search for grey literature, we as-
sessed oral- and poster presentations accepted for the
conference Association of Personality and Social Psy-
chology from 2003 to 2021. Specifically, we searched
the term “replicat*” in the event scheme. For records
lacking sufficient statistical information for inclusion,
we contacted the first authors asking for a) means, stan-
dard deviations, and n / cell for both the control and
priming conditions, or b) raw data. The grey literature
search generated thirty replications of social priming
studies, of which two fulfilled the criteria for inclusion.

An overview of the study selection process is pro-
vided in Figure 1. The original search yielded 2,342
hits after duplicates were removed. In addition, we
added 14 records from the reference lists of included
studies and 14 from searching in grey. The exclusion
criteria were then applied in a consecutive manner by
four independent coders. First, based on title and ab-
stract screening, articles were removed that did not sat-
isfy our definition of social priming. Second, based on
full-text screenings, articles were removed that did not
fulfill our criteria of being a replication. After removing
articles that did not satisfy the preregistered require-
ments for inclusion, 67 studies were deemed eligible
for data extraction. However, during data extraction
additional articles had to be removed due to issues not
foreseen before preregistration. Such issues included

studies that did not provide sufficient information to
calculate the statistics necessary for the analyses and
studies using within-subject designs. As noted by Pash-
ler et al. (2012), most within-subject priming studies
do not provide information about the variability of out-
come measures across participants, which is a necessary
component for calculating a within-subject’s variant of
Cohen’s d. A further 29 studies were excluded during
data extraction, yielding a final sample of 36 studies (+
2 from grey literature search), containing 65 replication
attempts. After posting the paper as a pre-print (as re-
quired by Meta-Psychology), we were contacted by four
researchers suggesting, in total, an additional 4 studies.
Two of these met the inclusion criteria and contained
a further 5 replication attempts. This brought our final
sample to 38 studies containing 70 replication attempts
(see the Data and Analysis folder on OSF for additional
information https://osf.io/ndxf4/).

Analysis plan
Measures of Replication Success

Our analyses of replicability were broadly similar to
the approach taken by the Open Science Collaboration
(2015). To assess replicability, we followed a prereg-
istered analysis plan that focused on: (i) an analysis
of p-values; (ii) an analysis of effect sizes; and (iii) an
analysis of moderating variables. These are discussed in
turn.

To examine the consistency between p-values ob-
tained in the original studies and replication studies,
three primary analyses were conducted. First, we per-
formed a McNemar’s test to determine whether the pro-
portion of significant effects in the replication study
(replication studies with p < .05 / total number of repli-
cation studies) significantly differed from the propor-
tion of significant effects in the original studies (orig-
inal studies with p < .05) / total number of original
studies). For this test, studies were categorized as suc-
cessful if the effect was in the hypothesized direction
and p (two-tailed) < .05. The analysis was identical
to that of the Open Science Collaboration (2015), with
one exception. On occasion, our recalculated p-values
of the original study were greater than .05, but were in-
terpreted by the original authors as statistically signifi-
cant. We treated these as non-significant original effects
in our analyses. However, when this occurred in the
Open Science Collaboration study, they were treated as
significant effects.

Second, we performed a Wilcoxon signed-rank test
and a paired t-test to examine whether the median and
average p-value, respectively, differed between original
studies and replication studies. Regarding the tests in-
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Figure 1

Study selection flow chart.

Records identified
through database search
k=2357

Additional records
identified through
reference lists
k=10

|

Additional records
identified through
search in grey
k=14

Records screened after
removing duplicates
Stage 1: Title and abstract
k=2332

Records excluded
k=1411

l

Records screened

Stage 2: Full text o
k=921

Records excluded
k=883

l

Records included in
meta-analysis
l"(sruda'es =38
korf‘gr‘nafs =49
krep.ff‘catr‘ons =70

volving raw p-values, we had not anticipated that so
many of the replication effects would be in the opposite
direction to the original effect. Since p-values do not
take an effect’s direction into account, the planned com-
parison between p-values of original studies and repli-
cation studies became problematic. To deal with this
issue, we recoded replication p-values with an effect in
the opposite direction as 1.

We conducted four analyses to examine the consis-
tency between effect sizes obtained in original studies
and replication studies. Specifically, we conducted a
Wilcoxon signed-rank test and a paired t-test to exam-
ine whether the median and average effect size (Co-
hen’s d) differed between original studies and replica-

tion studies. We then conducted a binomial test to ex-
plore whether the proportion of pairs in which the effect
size (Cohen’s d) was stronger in original studies com-
pared to replication studies was larger than would be
expected by chance (i.e., 50% probability). We also ex-
amined the proportion of study pairs in which the orig-
inal effect was within the 95% CI of the replication ef-
fect size. Though it should be noted that this measure
of replication success is not without criticism (Morey
& Lakens, 2016; Patil et al., 2016). Specifically, we
used a y? goodness of fit test to examine whether the
proportion of original studies within the 95% CI of the
replication effect size differed from the expected pro-
portion. The expected proportion was calculated using



the R function developed by Open Science Collabora-
tion (2015). In this analysis, the expected proportion
is the sum of expected probabilities across study-pairs.
The test assumes that the original study and its replica-
tion attempt have the same population effect size. For
details see the analysis code on https://osf.io/ndxf4/.

Finally, we analyzed the influence of moderating vari-
ables by including them as independent variables in cor-
relations predicting replication success (for a similar ap-
proach see Open Science Collaboration, 2015). In these
analyses, replication success was defined by two differ-
ent measures: (i) p < .05 in the original direction; and
(ii) the difference in effect size between the original
study and the replication attempt. The following six
moderators were examined: (1) the effect size obtained
in the original study (Cohen’s d); (2) the sample size in
the original study; (3) the p-value in the original study;
(4) the sample size in the replication study; (5) whether
or not the replication study was preregistered; and (6)
whether or not the replicating lab was independent to
the originating lab. Regarding moderator number 6,
replication attempts with at least one author included
in the original study were coded as same-lab replica-
tions, whereas studies with no authorship overlap were
coded as independent replications. We deviated from
our pre-registered analysis plan in one aspect. In the
pre-registration we only specified Spearman’s rank or-
dered correlation (p) for these analyses. However, this
analysis is not appropriate when we have one dichoto-
mous variable and one continuous variable (e.g., when
predicting if p < .05 was in the original direction from
the original study sample size) or two dichotomous vari-
ables (e.g., when predicting if p < .05 was in the original
direction based on whether the replication was prereg-
istered or not). In these situations we used Glass’ rank
biserial correlation (r,;, or the Phi Coefficent (¢), respec-
tively.

To facilitate interpretation, all original social priming
effects were coded as positive. Consequently, if a repli-
cation attempt found an effect in the opposite direction
to the original finding, the effect was coded as negative.

Mixed-Effects model

When preregistering our analysis plan, we did not
anticipate that some original studies would be repli-
cated more than once. This created a dependency in the
data that violated the assumption of independence rel-
evant for our planned analyses. To account for this de-
pendence, we ran, when possible, mixed-effects models
analogous to our planned analyses, where we included
the original study as a random effect (specifically a ran-
dom intercept). We used the R package lme4 (Bates
et al., 2015) to calculate all mixed effects models and

the R package lmerTest (Kuznetsova et al., 2017) to cal-
culate associated p-values.

Meta-analytic Approach

We meta-analyzed the effect sizes of the replication
studies using the Metafor package (Viechtbauer, 2010)
for R (Team, 2019). We opted for a random effects
model as we expected substantial between-study vari-
ance due to differences in populations and experimental
procedures (Cooper, 2010). To analyze potential mod-
erating effects, we used the same six moderators dis-
cussed above. Furthermore, to account for the depen-
dency in the data set (replication studies nested in orig-
inal studies), we initially ran a multi-level meta-analysis
with two levels, where we included the original study as
the higher order level, and the replication study as the
lower order level. However, the sigma squared for the
higher order level was zero; hence, it did not account
for any additional variance over the lower order level.
For this reason, we report results from the simpler single
level meta-analysis at the level of replication study. This
analysis was proposed by an anonymous reviewer, and
hence was not preregistered.

Results
Characteristics of the Literature

In total, 70 replication attempts were included in the
analyses, replicating 49 unique original studies. For an
overview of all replication attempts and original studies
see supplemental materials S1. Sixty-eight of the repli-
cation studies came from articles, published between
1996 and 2019. The remaining two studies came from
unpublished conference presentations. In total, 30 372
participants were included in the analyses of the replica-
tion attempts, compared to 3087 in the original studies.
The average sample size of the replication studies was
434 (Mdn = 126, SD = 1098), compared to 63 (Mdn =
57, SD = 33) in the original studies.

Analyses of p-values

All 49 original social priming effects were interpreted
as statistically significant (i.e., p < .05) by the orig-
inal authors. However, the recalculated (two-tailed)
p-values indicated that only 41, 85.71%, of the origi-
nal findings showed significant priming effects. Worth
noting is that every recalculated non-significant p-value
among original studies balanced on the .05 thresh-
old, ranging from .052 to .079. For replication stud-
ies, 12 experiments, 17.14%, showed statistically sig-
nificant effects in the same direction, a significant re-
duction compared to original studies (McNemar’s test,
X2(1) = 46.08,p = < .001).
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For the analogous mixed-effect analysis, we used
a mixed-effects logistic regression. Specifically, the
dichotomous variable p-value (significant vs. non-
significant) was predicted by the dichotomous variable
study type (original vs. replication), with original study
as a random effect. The results were comparable to the
planned analysis: study type was a significant predic-
tor of p-value, b = 14.15, OR < .001, p < .001, sug-
gesting that replication attempts produced significantly
fewer significant p-values compared to the original stud-
ies (full models are available in the supplemental mate-
rial S2).

One possibility is that replication attempts tended to
end up on the “wrong” side of the significance threshold
by a close margin. To account for the limitations associ-
ated with classifying data based on an arbitrary cut-off
point, additional analyses were conducted using raw p-
values. Both the paired t-test and Wilcoxon signed-rank
test indicated that original studies (M = .023; Mdn =
.017; SD = .018) obtained significantly lower p-values
than their associated direct replication attempts (M =
.593; Mdn = .630; SD = .400), t(69) = -11.90, p <
.001 and W = 625, p < .001.

For the analogous mixed-effects analysis, we used
a mixed-effects linear regression where the continuous
variable p-value was predicted by the dichotomous vari-
able study type (original vs. replication), with original
study as a random effect. The results were comparable
to the planned analyses: study type was a significant
predictor of p-value, b = .567, p < .001, suggesting
that replication attempts produced significantly larger
p-values compared to the original studies (full models
are available in the supplemental material S2).

There are limitations in what can be said about the
evidence for social priming effects based on compar-
isons between original studies and replication attempts.
Perhaps, true social priming effects are substantially
smaller than indicated by original studies, resulting in
power issues to detect the true effect among replication
attempts. One method for estimating the evidence for
the effect without using the original findings as a bench-
mark is to examine the distribution of non-significant
p-values among replication attempts. If the null hy-
pothesis is false, and there is a true social priming ef-
fect to detect, we would expect the distribution of non-
significant p-values to deviate from uniformity and be
weighted towards zero. Contrary to this prediction, the
distribution of non-significant p-values among replica-
tion attempts did not show signs of deviating from uni-
formity, x>(100) = 109.90, p = .538. See Figure 2A for
a graph depicting the distribution of p-values.

Analyses of Effect Sizes

Effect sizes were measured in Cohen’s d. Overall, ef-
fect sizes of original studies (M = 0.72; Mdn = 0.70; SD
= 0.19) were substantially larger than those of repli-
cation studies (M = 0.14; Mdn = 0.06; SD = 0.32),
t(69) = 15.33, p < .001 and W = 4489, p < .001. For
the analogous mixed-effects analysis, we used a mixed-
effects linear regression where effect sizes were pre-
dicted by the dichotomous variable study type (original
vs. replication) with original study as a random effect.
The results were comparable to the planned analysis:
study type was a significant predictor, b = -0.556, p <
.001, suggesting that replication attempts produced sig-
nificantly smaller effect sizes compared to the original
studies (full models are available in the supplemental
material S2). Out of the 70 study pairs included in the
analysis, 66 study pairs showed an original effect size
larger than that of the replication. This proportion was
significantly different from what would be expected by
chance (94.29%, p < .001, binomial test). We had no
analogous mixed-effects analysis for the binomial test.

The 95% CI of the replication effect sizes overlapped
with the original study in only 17 of 70 study pairs, or
24.29%. This finding was significantly lower than the
expected proportion of 65.32%, p < .001. Due to the
calculations that were required to estimate the expected
proportion, we had no analogous mixed-effects version
of this analysis.

Finally, the original effect sizes were moderately re-
lated to their corresponding replication effect sizes,
Pearson’s r = 0.31, p = .009, but only weakly so,
when using a non-parametric equivalent, Spearman’s p
=0.10, p = .426.

Moderation Analyses

Moderators relating to the characteristics of the orig-
inal studies

An overview of our moderation analyses is presented
in Table 1. Considering the characteristics of orig-
inal studies, larger original effect sizes were related
to greater effect size differences between original and
replication studies (o = .42). Since the effect esti-
mates among replications were generally low, this re-
sult could simply be a consequence of high original ef-
fect estimates increasing the distance to the replication
effect. Moreover, larger original sample sizes were as-
sociated with smaller effect size differences between
original and replication studies (o = -.35). This re-
lationship could result from effect estimates generally
being higher among original studies with small sample
sizes. Last, studies with lower original p-values were
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Table 1

Relationship between study characteristics and replication success. For the correlations, we used Spearman’s rank order
correlation (p), Glass’ rank biserial correlation (), or the Phi coefficient (¢).

Replication p-value

Effect size difference

<.05 > .05 Correlation Correlation

Mdn Mdn
Original study characteristics
Effect size 0.70 0.66 01 g
Sample size 60 45.5 .34 —.35%*
p-value .012 .021 -.33 -.14
Replication study characteristics
Sample size 60 132 -.48%* .15
Independence of replication team Same: k =12 Same: k = 6 Mdn same = 0.24

Indep.: k =0 Indep.: k =52 —76 % xx* Mdn indep. = 0.68 .64***
Preregistration Yes: k=1 Yes: k = 26 Mdn Yes = 0.57

No: k =11 No: k = 32 -.26%F Mdn No = 0.66 .18

Note. P <.05 *, P <.01 **, P <.001 *** 9%The analogous mixed effects model for this analysis would not converge
because there was a zero in the contingency table, as there was no independent replication with a significant p-value in
the correct direction. "This effect was not significant in the analogous mixed effects model.

somewhat more likely to be significant in the replica-
tion study (r,, = —.33), though this result was not sta-
tistically significant. This suggests that lower original
p-values were somewhat more likely to replicate.

Moderators relating to the characteristics of the repli-
cation studies

We turn now to the characteristics of replication stud-
ies. Replications with larger sample sizes were less
likely to produce a significant p-value (r, = —.48),
suggesting that increased power and precision in the
replication attempt did not favor replication success.
The single strongest predictor of replication success was
whether there was an authorship overlap between the
replication study and the original study. Replication
attempts conducted by researchers unaffiliated to the
original finding were substantially less likely to obtain
significant p-values in the original direction (¢ = -.76)
and deviated more from original studies in their effect
sizes (r,, = .64). Finally, replication attempts that were
preregistered were less likely to obtain significant ef-
fects (¢ = -.26), indicating that preregistration lowered
the chance of successfully replicating the original study.

Summary of moderation analyses

Taken together, these analyses suggest that the inde-
pendence of the replicating lab is the single most im-
portant factor to consider when predicting replication
success of social priming findings. To illustrate the mod-
erating role of study characteristics related to the repli-

cating lab, Figure 2 provides an overview of p-values
and effect sizes highlighting researcher independence,
preregistration, and sample size. As illustrated in Figure
2A, for same-lab replications the distribution of p-values
is weighted towards zero, and 12 out of 18 replication
attempts show a significant effect in the original direc-
tion. In stark contrast, of the 52 replication attempts
conducted by independent labs, not a single replication
attempt yielded a statistically significant effect in the
original direction. Furthermore, the p-values among in-
dependent replications were widely distributed and did
not show any clear signs of deviating from a uniform
distribution.

Figure 2B shows how the effect size patterns are
markedly different between original studies, same-lab
replications, and independent replications. Original
studies and same-lab replications showed moderate to
substantial social priming effects. This pattern was not
reflected among replications conducted by independent
labs, where the distribution of effect sizes is approxi-
mately normally distributed around zero.

Analogous mixed-effects analysis of moderators

For the analogous mixed-effects analyses, we used
the moderators as predictor variables in mixed-effects
logistic regressions (when predicting whether p was
significant or not) and mixed-effects linear regressions
(when predicting the difference in effect size between
original and replication studies). For all of these analy-
ses, original study was included as a random effect.
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The results were broadly comparable to the planned
analyses. Again, larger original effect sizes were related
to greater effect size difference between original and
replication studies (b = 0.45, p = .039); larger sample
sizes were associated with smaller effect size differences
between original and replication studies (b = -0.003, p
= .023); replication studies with larger samples were
less likely to produce significant effects in the original
direction (b = -83.41, OR < 0.001, p < .001); and
replications from independent labs showed significantly

smaller effect sizes (b = 0.43 , p < .001).

There was only one substantive difference between
the planned analyses and their mixed-effects equiva-
lents. In the planned analyses, a significant relationship
between preregistration and the p-value of the replica-
tion study was found, showing that preregistered stud-
ies were less likely to produce a significant effect in the
original direction. This effect, though in the same direc-
tion, was not significant in the analogous mixed effects
analysis (b = -2.13, OR = 0.119, p = .662.
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Furthermore, the mixed-effects logistic regression,
where lab-independence was used to predict whether
the replication p-value was significant, did not con-
verge. The reason the model did not converge was that
there was a zero in the contingency table: none of the
independent replications had a significant p-value in the
correct direction (full models are available in the sup-
plemental material S2).

Meta Analytic Approach

Results for the random effects meta-analysis showed
a small but statistically significant priming effect in the
replication studies (see Table 2). However, there was
considerable heterogeneity in effect sizes, as indicated
by the large I* and wide prediction intervals. For this
reason, we conducted a series of moderation analyses,
using the same six moderators discussed above. For a
forest plot depicting the effect sizes of the original stud-
ies and their respective replications see Supplemental
Materials S3 and for funnel plots, centered on zero, de-
picting the original studies and the replication studies
see Supplemental Materials S4.

The effect size, sample size, and p-value of the origi-
nal study had no notable moderating effects: the mod-
erators were not significant and accounted for less than
1% of the heterogeneity in priming effects. Nor was
the sample size of the replication study a significant
moderator, accounting for only 2.5% of heterogene-
ity in priming effects. The two remaining modera-
tors—preregistration and lab independence—were sig-
nificant (see Table 2).

Whether a replication was pre-registered or not ac-
counted for approximately 26% of heterogeneity in
effect sizes. Replication studies that were not pre-
registered displayed a small meta-analytic priming ef-
fect,d = 0.12, 95% CI[0.06; 0.19]. Pre-registered repli-
cation studies produced a notably smaller effect, with
the 95% CI including zero, d = 0.02, 95% CI[-0.13;
0.17]. The strongest moderator by far was whether the
replication team contained an author from the original
study (same lab) or not (independent lab). This moder-
ator accounted for over 98% of heterogeneity in priming
effects. Results show that replication studies conducted
by the same lab produced small to moderate priming ef-
fects, d = 0.28, 95% CI[0.20; 0.37]. In contrast, replica-
tion studies conducted by independent labs showed no
indication of priming effects, d = 0.003, 95% CI[-0.17;
0.17 1.

Figure 2 shows signs of heteroscedasticity between
effect sizes from same labs and independent labs, with
the variance of effect sizes being notably smaller for
replications conducted by independent labs. For this
reason, we computed meta-analytic estimates for same

and independent labs using separate 7> for each sub-
group, rather than a pooled 72. This approach is pre-
ferred when heteroscedasticity between subgroups is
large (Rubio-Aparicio et al.,, 2019). In essence, this
analysis equates to calculating separate meta-analytic
models for each subgroup. The results are in line with
those reported above: replication studies conducted by
the same lab found small to moderate priming effects,
whereas those conducted by independent labs showed
no indication of priming effects. Of note, are the narrow
prediction intervals for the independent lab analysis and
the extremely low r and I (see Table 2). These findings
indicate that virtually all of the variance in effect size
estimates from replications by independent labs can be
accounted for by sampling variation alone.

Discussion

Our aim was to assess the replicability, and by exten-
sion the credibility, of social priming findings. We con-
ducted this assessment by reviewing extant close repli-
cation attempts of social priming studies. The results
could hardly be clearer: although some researchers suc-
cessfully replicated their own findings, we did not find a
single successful replication by an independent team of
researchers. None of the independent replications pro-
duced a significant effect in the predicted direction, de-
spite having considerably larger samples sizes than the
original studies. The p-values of the independent repli-
cations were uniformly distributed, consistent with a
world in which the effects replicated were null. Further-
more, all independent replication attempts produced
effect sizes smaller than their corresponding original
study, and, more importantly, the average effect was ap-
proximately zero and virtually all of the variation in ef-
fect sizes could be accounted for by sampling variation
alone. Our results paint a sorry picture of the state of
social priming for anyone who believes that indepen-
dent replications are central in establishing the authen-
ticity of a finding (Simons, 2014). Below we discuss
previous criticisms that have been levied against failed
replications in social psychology and their relevance to
the current findings.

Critics may suggest that the independent labs lacked
the flair, intuition, and skill, of the original researchers
(cf. Baumeister, 2016). Considering the sheer number
of researchers who were involved in these independent
replications—over 160 researchers—we find such a po-
sition unconvincing. If true, then the ability to find an
effect of social priming must be a very rare skill indeed.?

2We would also like to draw the reader’s attention to
the recent correspondence between Dijksterhuis and Schim-
mack suggesting an alternative to the skill and flair argument.
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Table 2

Meta-analytic estimates of replication studies
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k d 95% CI 95% PI T I’
Basic Model 70 0.07 0.03; 0.12 -0.17; 0.32 0.12 59.46%
Moderation Analyses Qm(df=1) p Heterogeneity

accounted for

Original Study characteristics

Effect size 2.68 .102 <1%
Sample size 0.38 .540 <1%
p-value .02 .895 <1%
Replication Study characteristics
Sample size 2.17 .141 <2.54%
Lab (same vs. independent)  40.59 <0.001 98.54%
Preregistered (no vs. yes) 5.26 .022 26.31%
Subgroups analysis using
separate 7’
k d 95% CI 95% PI T I?
Same Lab 18 0.40 0.23; 0.58 -0.24; 1.05 0.32 75.39%
Independent Lab 52 0.002 -0.02; 0.03 -0.02; 0.03 <0.01 <0.01

Note. k = number of studies included, d = effect size Cohen’s d, 95% CI = the 95% confidence interval of the mean effect
size, 95% PI = dispersion of effect size in 95% of all comparable populations, T = estimated of the standard deviation
of the distribution of the true effect sizes, I> = ratio of true heterogeneity to total observed variation, Q,, = test statistic

for the omnibus test of moderators.

A related criticism is that priming effects are sub-
tle and context dependent (Cesario, 2014; Stroebe &
Strack, 2014). As such, failed replications do not cast
doubt on the original finding, but rather uncover bound-
ary conditions of the effect (Asendorpf et al., 2013).
We sympathize with this perspective. However, in the
current context, it would mean that all 52 indepen-
dent replication attempts happened to strike upon a hid-
den moderator that negates the original effect. If the
research community is to be convinced by that argu-
ment, original researchers must better specify the cir-
cumstances under which a finding can reasonably be
expected to replicate. Otherwise, the infinite number
of potential hidden moderators will render it virtually
impossible to identify genuine false positive findings in
the literature. In its extreme, ascribing all failed repli-
cation attempts to reasons beyond the robustness of the
effect itself will result in unfalsifiable scientific claims.

Stroebe (2019) proposed yet another set of criti-
cisms: 1) experimental procedures in original studies
are typically not complete and 2) following the exact
same experimental procedures can become a weakness
if manipulations are sensitive to culture and context.

Again, we sympathize with these points. Neverthe-
less, for these criticisms to explain the current results,
it would once again mean that all 52 independent repli-
cation attempts failed to induce social priming to the
extent that an originally strong effect was nullified.

A broader criticism is that a failed replication of an
auxiliary hypothesis does not say anything about the
theory (Stroebe, 2019). This is a valid critique of iso-
lated replication attempts where only one auxiliary hy-
pothesis is tested. However, our review assess replica-
tion attempts of at least 49 auxiliary hypotheses, 35 of
which were tested by research teams independent from
the original authors. Considering that none of these
independent replications were successful, this finding
would appear to provide some of the strongest evidence
to date against social priming theory.

One could still argue that the body of evidence sup-
porting social priming theory is much more than the

Namely, that many social priming effects may not replicate
because of the original researchers’ liberal use of questionable
research practices, such as failing to report results when pre-
dicted effects did not emerge (see Dijksterhuis’ reply to Schim-
mack available at, Schimmack, 2021).
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35 auxiliary hypotheses addressed by the independent
replications we reviewed (Dai et al., 2023). These 35
findings were not randomly sampled from the universe
of social priming studies and may have been chosen by
the replication teams because they were skeptical of the
original results. Such a claim suggests that the failed
replications are unrepresentative of social priming stud-
ies and, in fact, may have represented particularly frag-
ile priming effects. Hence, the replications by inde-
pendent research teams may only say something about
these 35 findings, and little about the grand theory of
social priming. We maintain that our results say more
than this. If nothing else, the results have shifted the
burden of proof back onto advocates of social priming.
To convince skeptics that social priming exists at all,
at least some successful independent replications will
surely be required.

Limitations

We did not explicitly assess preregistration deviations
when sampling studies for this review. Recent research
suggests that authors sometimes deviate from preregis-
tration plans without reporting those deviations (e.g.,
Claesen et al., 2021). Hence, our analysis of the influ-
ence of preregistration on replication might suffer lim-
itations we cannot identify at this time. We encour-
age future investigations to conduct their preregistra-
tion quality checks in accordance with the scope of their
objectives.

One might also question the objectivity of meta-
analyzing social priming effects by citing the broader
conceptual question: what counts as social priming?
That question is an issue stakeholders continue to grap-
ple with (Molden, 2014). Determining a consensus def-
inition of social priming that all would agree upon is
beyond the scope of this study. Thus, an inevitable lim-
itation of our review—and any meta-analysis of social
priming (e.g., Dai et al., 2023)—is that a critic can high-
light any number of studies included in our analysis as
unfit. Conversely, the critic can cite an unpredictable
range of reasons to support a claim that we should have
included their preferred list of studies. Such an objec-
tion is yet another species of concern, besides our find-
ings, pointing to the elusiveness of social priming as a
robust phenomenon.

Molden (2014) notes that there is much diversity in
the social priming effects researchers have examined.
“[...1[Alny classification of such effects with the com-
mon label social priming can only broadly characterize
this area of research rather than enumerate necessary
and sufficient criteria that precisely define any related
phenomenon (p. 6).” Therefore, our sampling strategy
was pragmatic, consisting of studies wherein authors ex-

plicitly claim to examine the effect of incidental stim-
uli exposure on cognitions, attitudes, or behavior. Even
with such a broad sampling strategy, a single successful
replication by an independent team failed to emerge.

Limitations can also be raised regarding our search
strategy. Examples include using one database (Psych-
Info), not issuing public calls in relevant channels for
grey literature, and limited search terms (e.g., not
searching for synonyms of replicability, such as ‘repro-
ducibility’). These limitations mean that our review may
have missed some applicable studies. While such limi-
tations are worth mentioning, it seems unlikely that we
missed a sufficient number of studies to change the clear
pattern observed in our data.

A final concern of note is our classification for a suc-
cessful replication. How to define a successful repli-
cation remains an area of debate (Armbruster, 2021;
Nosek & Errington, 2020; Peels & Bouter, 2023). How-
ever, given the clear trends observed in the data, see Fig-
ure 2, we believe our findings would speak against the
replicability of social priming for any reasonable mea-
sure of replication success.

Conclusion

The current meta-analysis reports an unambiguous
pattern: independent replications of social priming ef-
fects fail. A reasonable question is where do we go from
here? Based on our findings, it may be warranted to
suggest that the limited resources available to conduct
psychological research are better spent elsewhere. If re-
searchers nonetheless wish to continue investigating so-
cial priming, we recommend further efforts to conduct
preregistered, and ideally independent, replications of
key studies. Such replication efforts will be required
to create the credible evidence-base that social priming
theory sorely needs.
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