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ABSTRACT 
Introduction: In the era of digital transformation, characterized by high intelligence, 
high investment, and high risk, the patent process is undergoing a profound 
transformation (Alderucci, D., & Sicker, D ,2019). This transformation requires a 
multifaceted journey involving innovation, creativity, and technical expertise (Giczy, 
A. V., Pairolero, N. A., & Toole, A. A ,2022). Furthermore, between 2012 and 2021, 
Sweden emerged as the Nordic country with the highest number of recorded patent 
applications (Einar H. Dyvik, 2023). This surge in patent activity presents a complex 
landscape for consultants to navigate, requiring a deep understanding of patent law, 
technical expertise, and attention to detail. Innovative systems such as the Patent 
Office Action Response Intelligence System utilize techniques like Latent Dirichlet 
Allocation (LDA) and cosine similarity to analyze patent data (Chu, J. M., Lo, H. C., 
Hsiang, J., & Cho, C. C., 2024). However, this approach has limitations, including the 
need for effective text pre-processing, careful model parameter selection, and 
rigorous model reliability evaluation. Additionally, interpreting the resulting topics 
requires a deep understanding of the data and the nuances of the patent application 
process (Maier et al., 2021). AI has already demonstrated its potential in patent 
classification (Lee & Hsiang, 2020b) and claim generation (Lee & Hsiang, 2020a), 
showcasing its ability to automate routine tasks and reduce human work (Chikhaoui, 
E., & Mehar, S ,2020). However, with the advent of generative AI (GenAI), the patent 
process is poised to revolutionize the consultant role. As Large Language Models 
(LLMs) continue to evolve (Workshop et al., 2022; Touvron et al., 2023), AI-assisted 
agents are demonstrating remarkable abilities in understanding Natural Language 
Process (NLP) and manipulating well-formatted text drafted by humans (Ali, A. A. S., 
& Shandilya, V. K. ,2021). Despite advancements in AI-assisted patent processing, 
reliability concerns persist, where outputs generated may be misleading, 
hallucinated, or incorrect. To address this, the Retrieval-Augmented Generation 
(RAG) framework prioritizes transparency, explainability, and accountability to 
ensure trustworthy AI outputs (Li, J., Yuan, Y., & Zhang, Z, 2024). As the journey of 
technological advancement continues, it is essential to explore the potential of RAG 
in transforming the patent process. 
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This study explores the transformative impact of GenAI using RAG techniques on the 
consultant role in patent processing, examining the benefits, challenges, and 
implications for consultants, clients, and the patent industry. 

Challenges: Despite the automation of routine tasks in patent processing, a critical 
gap remains in the communication and knowledge-sharing process between 
examiners, inventors, and patent agents (consultation). This gap leads to inefficient 
communication, delays, and workload overflow, as patent agents struggle to manage 
multiple cases, compromising client service and case management quality. 
Furthermore, the lack of standardized benchmarks to evaluate Large Language 
Models' understanding of intellectual property-related concepts and regulations 
hinders the development of effective AI-assisted patent processing tools. Moreover, 
the unreliability of LLMs, which can generate hallucinate or incorrect outputs, raises 
concerns about the trustworthiness of AI-generated patent-related information, 
emphasizing the need for rigorous validation and ongoing refinement is needed by 
field and technical expert. 

Research Questions: To explore the potential of GenAI using RAG in transforming 
the consultant role in patent processing these research questions are formulated. 

RQ 1: What are the practical and research benefits and challenges of using 
GenAI in patent processing and consultation? 

 
RQ 2: How to understand the knowledge and information gap of GenAI on the 

communication and knowledge-sharing processes between patent 
examiners, inventors, and patent consultants? How can RAG enhance 
the accuracy and effectiveness of these interactions compared with 
existing models? 

Methods: This study will adopt a mixed methods approach to explore the integration 
of Generative AI (GenAI) and Retrieval-Augmented Generation (RAG) in the patent 
process. The methodology will unfold in three phases as depicted in the image. 

Phase 1: Literature Review & Problem Identification: The study begins with an 
extensive analysis of the literature, focusing on acquiring knowledge related to AI's 
role in the patent process. This phase also includes identifying problems and gaps in 
current methods, followed by an examination of existing models in patent workflows. 

Phase 2: Data Collection & Prototype Design: In this phase, the study will involve data 
collection through multiple qualitative and quantitative research methods. Case 
studies will examine organizations that have integrated AI in their patent processes, 
while surveys, questionnaires, and focus groups will capture stakeholder 
perceptions and group dynamics around AI tools. Interviews with industry experts 
will offer deeper insights into AI’s impact on the patent process, and workshops will 
facilitate collaborative discussions. Using the collected data, a prototype will be 
designed and analysed, integrating GenAI with RAG. The study will involve both 
thematic analysis and quantitative research methods to assess key outcomes. 
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Phase 3: Validation & Results: The final phase involves comparing the AI prototype 
to existing benchmarks to evaluate its effectiveness in enhancing patent examination 
and innovation. Workshops and expert interviews will validate the findings and 
provide feedback on the practical integration of AI tools. 

Conclusion: In this proposal, the study will explore the transformative potential of 
GenAI with RAG in revolutionizing the role of consultants in the patent processing 
industry. By integrating these advanced AI technologies, the study aims to address 
critical challenges such as inefficiencies in communication and knowledge-sharing 
between patent examiners, inventors, and patent consultants. Ultimately enhancing 
the efficiency and accuracy of patent processing, GenAI enhanced by RAG promises 
to automate routine tasks, reduce human workload, and ensure reliable, transparent, 
and accountable AI outputs. Thereby, streamlining the patent examination process 
and handling complex textual data with precision. Future work will focus on 
developing standardized benchmarks for evaluating AI models, enhancing 
knowledge graphs and databases, and ensuring ethical and transparent AI practices. 
Additionally, pilot programs and case studies will be conducted to provide valuable 
insights and best practices from the real-life experiences of industry stakeholders. 

Possible Deliverables: Deliverables include the development of GenAI system with 
RAG, a proof of concept with custom knowledge graphs and databases for patent 
processing. 
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